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11. Summary of the new findings of the thesis:
Objectives and Research Subjects:

The thesis aims to establish a scientific and empirical foundation for developing a
forecasting model for GDP and other key macroeconomic indicators based on multi-source
data integration. The main research subjects include forecasting models, GDP, and selected
macroeconomic indicators.

Research Methods:

1. Literature review: Synthesizing theoretical and empirical studies related to
macroeconomic forecasting and machine-learning applications.

2. Analysis and synthesis: Used to evaluate the characteristics and structure of
macroeconomic data, and to compare traditional and modern models for identifying
suitable model-selection criteria.

3. Data processing and extraction: Including data collection, integration, cleaning,

normalization, and feature construction to create training and testing datasets from



reputable sources such as the World Bank (WB), General Statistics Office (GSO),
and Penn World Table (PWT).

4. Modeling and machine-learning training: Building, training, and evaluating models
such as Random Forest, XGBoost, LSTM, Bi-LSTM, Transformer, and DQN;
including network-architecture design and hyperparameter optimization.

5. Experimental evaluation: Assessing model forecasting performance using real data
and standard metrics such as RMSE, MAE, MAPE, and R?; comparing results with
traditional econometric models to verify improvements.

6. Cross-country validation: Applying the proposed model to data from multiple
countries to test scalability, generalization, and robustness over time and across
economies.

Main Results and Conclusions:
1. The thesis constructs a multi-source macroeconomic database integrating data from
reputable organizations such as the World Bank, PWT, and GSO. The data were
processed to ensure quality and suitability for time-series forecasting models.
2. The research implements and evaluates a comprehensive system of forecasting
models—from traditional econometric to modern deep-learning approaches.
Experimental results show that deep-learning models outperform others in capturing
nonlinear relationships and long-term dependencies.
3. The thesis proposes a novel deep-learning model named Phase-Adaptive Attention
LSTM (PAA-LSTM), which combines multi-layer LSTM with a phase-adaptive
attention mechanism aligned with economic cycles. The model learns phase-
specific attention weights (recession, recovery, expansion, boom) to better represent
dynamic economic behavior. Validation using GDP data from diverse institutional
groups confirms the model’s effectiveness and scalability.
Conclusion:

The thesis “Research on Building a Multi-Source Data-Based Model for Forecasting
GDP and Selected Macroeconomic Indicators” addresses the challenges of forecasting in
complex, nonlinear, and dynamic macroeconomic environments. By combining economic
theory with modern machine- and deep-learning techniques, the research establishes a solid

theoretical framework, constructs an integrated data foundation, and proposes an
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empirically validated forecasting model that enhances accuracy and adaptability across
varied economic contexts.

12. Practical applicability, if any:

o The proposed forecasting model can assist policy-making agencies such as the
Ministry of Finance, the State Bank of Vietnam, and the General Statistics Office
in analyzing, forecasting, and making timely economic and financial decisions

under macroeconomic fluctuations.

o Additionally, businesses and financial institutions can apply the model’s results to
identify trends in growth, inflation, and macro-risk, thereby improving strategic

planning, investment, and policy adjustment.

13. Further research directions, if any:

o Extending the model to other indicators such as inflation, trade balance, and
unemployment rate to test the flexibility and generalization capability of the PAA-
LSTM model.

o Integrating real-time and non-traditional data sources (Google Trends, social media,
satellite imagery) to enhance the model’s adaptability to rapid market changes.

o Incorporating explainable-Al techniques (e.g., SHAP) to improve model
transparency and support policy-making decisions.
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